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Abstract. Machine vision has become a crucial method for drones to
perceive their surroundings, and image matching, as a fundamental task
in machine vision, has also gained widespread attention. However, due
to the complexity of aerial images, traditional matching methods based
on handcrafted features lack the ability to extract high-level semantics
and unavoidably suffer from low robustness. Although deep learning has
potential to improve matching accuracy, it comes with the high cost of
requiring specific samples and computing resources, making it infeasible
for many scenarios. To fully leverage the strengths of both approaches, we
introduce DeFusion, a novel image matching scheme with a fine-grained
decision-level fusion algorithm that effectively combines handcrafted and
deep features. We train generic features on public datasets, enabling us
to handle unseen scenarios. We use RootSIFT as prior knowledge to
guide the extraction of deep features, significantly reducing computa-
tional overhead. We also carefully design preprocessing steps by incor-
porating drone attitude information. Eventually, as evidenced by our ex-
perimental results, the proposed scheme achieves an overall 2.5-6x more
correct matches with improved robustness when compared to existing
methods.

Keywords: Feature Fusion - Image Matching - Neural Network.

1 Introduction

In recent years, the advancements in Unmanned Aerial Vehicle (UAV) technol-
ogy have led to its gradual integration into various national economic industries
around the world, such as security, agriculture and logistics. In addition, ad-
vances in both vision sensors and image processing technology have established
machine vision as the fundamental method for UAVs to perceive their surround-
ings. Particularly, image matching is considered essential in the field of machine
vision for object detection [1,2] and image stitching [3,4].

Handcrafted feature based image matching algorithms are mainly based on
expert knowledge and provide strong interpretability. Nevertheless, they lack the
ability to extract high-level features that are especially important in tasks such
as aerial images, which are often affected by illumination, attitude, rotation and
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Fig. 1. Overall system architecture. By inputting the Target Image and the Query
Image captured by the drone into the computer, the process begins with Image Pre-
processing and Handcrafted feature extraction (Section §3). Subsequently, CAR-HyNet
is employed to extract deep features (Section §4). Finally, a fine-grained feature fusion
algorithm merges and matches the two types of features, yielding the final result (Sec-
tion §5).

other factors. On the other hand, the recent developments of image matching
algorithms based on deep learning have dramatically improved performance and
matching accuracy due to their strong feature extraction capability for complex
features such as morphology and texture [5]. However, it requires a large amount
of specific samples and computing resources for training and inference, which
greatly limits its application. It is therefore popular in many fields to combine
traditional machine vision techniques with deep learning. This is especially useful
where fast implementation is required to provide more reliable feature point
matching pairs in image matching [6].

We summarize our major contributions of this paper as below.

(1) We design a preprocessing method using drone attitude information. For
2D objects, we take advantage of the drone attitude information to perform
an inverse perspective transformation. This improves feature detection while
avoiding high latency of simulated perspective transformation.

(2) We propose a novel deep learning architecture, named the Coordinate At-
tention Residual HyNet (CAR-HyNet), based on the HyNet [7] architecture. By
incorporating coordinate attention, sandglass structure, and residual structure,
we effectively enhance the performance of the model.

(3) We introduce a novel approach for fusing handcrafted and deep features
at decision level. We use RootSIFT (8] to generate handcrafted features and use
them as prior knowledge of CAR-HyNet to extract image patches and generate
deep features. Finally, we use a fine-grained fusion method to efficiently fuse
these two features.
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The architecture of the system is illustrated in Fig. 1. Typically, the drone
hovers in the air, takes a picture of the ground as Query Image and stores current
attitude information in Fzchangeable Image File Format (Exif). The computer
on the ground takes the Target Image and Query Image as inputs to perform
the image matching task using the method proposed in this paper.

More precisely, this paper is organized as follows. We provide a detailed
analysis of the related work in Section 2. In Section 3, we describe the image
preprocessing. Next, in Section 4, we go through details of the proposed CAR-
HyNet network, followed by the feature fusion method in Section 5. We describe
experimental setup and comparative studies in Section 6. We further share our
thoughts regarding the limitations of current work and areas for future explo-
ration in Section 7. Finally, we conclude this paper in Section 8.

2 Related Work

2.1 Image Matching

Image matching is the process of comparing two images with or without rotation
and scaling by a specific algorithm to find the regions with the greatest simi-
larity, in order to determine the geometric relationship between two images [9].
Region-based image matching algorithms perform image matching by compar-
ing differences directly at pixel level or converting images to other information
domains for similarity matching. Feature-based image matching algorithms have
been widely studied due to their ability to reduce the impact of noise or defor-
mation by selecting invariant features or significant regions for matching.

2.2 Using Handcrafted Features

Handcrafted feature-based image matching is generally divided into three steps:
feature point extraction, feature descriptor generation, and feature matching
and filtering. Lowe et al. [10] propose the Scale Invariant Feature Transform
(SIFT) algorithm in 1999. The algorithm uses the Difference-of-Gaussian (DoG)
method to approximate LoG, which speeds up feature extraction. The algorithm
has invariance to scaling, rotation and translation, as well as a certain degree of
illumination and affine invariance.

Many advances have been made based on the SIFT. For instance, the SURF
[11] incorporates box filtering and image integration to accelerate gradients. The
FAST detector is suitable for real-time video processing, while the BRIEF [12]
employs binary descriptors. The ORB [13] is invariant to rotation and scale, and
the KAZE [14] preserves edge information. Although these algorithms have im-
proved detection speed, SIFT is still widely used in practice due to its advantages
in invariance and robustness to illumination and affine transformations [15].

2.3 Using Deep Features

Deep learning can extract higher level semantic features from images compared
to handcrafted features and has been applied in image matching. Verdie et
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al. [16] introduce the Temporally Invariant Learned Detector (TILDE), which
demonstrates robustness against changes in lighting and weather conditions. Yi
et al. [17] propose an end-to-end algorithm called the Learned Invariant Feature
Transform (LIFT). Tian et al. [18] show that L2-Net can be combined directly
with SIFT by matching features at L2 distance. HardNet [19] is proposed based
on L2-Net to maximize the distance between the nearest positive and negative
samples. Subsequently, Luo et al. [20] introduce the geometric similarity measure
and propose the Geometry Descriptor (GeoDesc). Tian et al. [21] propose the
SOSNet by introducing second order constraints into feature descriptors and the
HyNet [7] which further enhances feature representation.

2.4 Combining Handcrafted Features with Deep Features

In recent years, researchers have focused on the relationship between handcrafted
and deep features [22]. Combining multiple features can often achieve superior
performance over a single feature. Barroso et al. [23| propose Key.Net, which
combines handcrafted features with CNN. Zhou et al. [24] combine CNN with
color feature HSV, shape feature HOG, and local feature SIFT for image classi-
fication. Rodriguez et al. [25] propose SIFT-AID by combining SIFT and CNN
to produce affine invariant descriptors. However, the proposed algorithm is time
consuming due to simulated perspective transformations. Song et al. [26] propose
a multi-data source deep learning object detection network (MS-YOLO) based
on millimeter-wave radar and vision fusion. Nevertheless, most existing meth-
ods focus on the direct combination of handcrafted and deep features, which
inevitably leads to inferior results after feature fusion.

3 Attitude-Oriented Image Preprocessing

In aerial scenes, the UAV may be at a tilt angle, causing the shape of the target in
the oblique image to undergo geometric changes compared to the rectified image,
resulting in perspective transformation. Most feature matching algorithms are
not robust to perspective transformation. A more classical and widely used ap-
proach is to simulate perspective transformation by generating multiple images
for matching [27], as shown in Fig. 2. Although the number of feature matches
under perspective changes can be greatly improved by matching multi-view im-
ages separately, it is inefficient and imposes high latency.

Note that two images in space can be transformed using a transformation ma-
trix and UAV attitude information is available. Therefore, for image matching of
2D targets, we propose to correct the oblique image to a bird’s eye view using the
attitude based inverse perspective transformation to improve the performance
of feature point extraction and matching. More importantly, this approach does
not incur high latency from simulating viewpoints as it only performs trans-
formation and matching once. However, for 3D object image matching, inverse
perspective transformation is less effective and therefore not recommended.
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Fig. 2. Simulate perspective transforma- Fig.3. Perspective transfor-
tion [28]. mation model.

We provide an analytical model of perspective transformation. Suppose that
F(wp, hp, 8,9, fiy) represents the perspective transformation matrix, where wy,
and h, are the pixel width and pixel height of the image, 8 is the rotation of the
camera, ¢ is the rotation of the image plane, and fy is the vertical perspective.
Fig. 3 shows the aforementioned variables and their relationships.

With the center of the image as the center of the circle, upward as the
positive direction of the y-axis, rightward as the positive direction of the x-
axis, and inward as the positive direction of the z-axis, the coordinates of the
four endpoints of the image are defined as: (—%, %p, ), (%, h—;, 0), (%, —h—z”, 0),
(—=2, —%‘“, 0). Define the perspective transformation matrix F' as below,

F = PTR4Ry, (1)

where Ry is the rotation matrix around the z-axis, Ry is the rotation matrix
around the x-axis, T is the translation matrix that moves the coordinate system
along the z-axis, and P is the projection matrix of the vertical field of view fy .

To calculate T', we define d = /w2 + h2 as the side length of the square
containing any rotated portion of the image. As shown in Fig. 3 , using fy from
camera parameters, we calculate h = ﬁ(%), which describes the degree of
translation of the object along the negative z-axis. Thus, the matrix T is

1000 1000
0100 0100

T=\001-nl= 0017#(&) : (2)
0001 0001 ?

Correspondingly, the projection matrix P is given by

cot (&) 0 0 0
po| 0 cot(f) (o | 0o | 3)
Utn) _ 2fn
0 0 —Uim 2
0 0 10

where n = h — % and f=h+ g. The perspective transformation matrix can be
obtained by substituting Equation (3) into Equation (1).
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An illustrative example of the effect after inverse perspective transformation
is given in Fig. 4. However, note that this method has its limitations when the
tilt angle is too large, resulting in the transformed image being too small to
retain sufficient information. To alleviate this problem, we can transform it in a
smaller angle to prevent excessive loss of information.

)
Fig. 4. Inverse perspective transformation at (a) 0°, (b) 30°, (c) 45°, and (d) 60°.

4 Design and Improvement of the CAR-HyNet Network

By combining handcrafted features with deep features, more accurate and adapt-
able features can be extracted and described. The convolutional network HyNet
[7] evolves from L2-Net [18] and introduces a new triplet loss function from the
perspective of optimizing feature descriptors, which makes the image match up
to the state-of-the-art.

4.1 CAR-HyNet Network Structure

To address the challenges in aerial image processing, we propose a new im-
proved multi-channel Coordinate Attention Residual HyNet (CAR-HyNet) net-
work based on HyNet, as shown in Fig. 5. More precisely, we introduce Coor-
dinate Attention (CoordAtt) [29] and design a Coordinate Attention Sandglass
Network (CA-SandGlass), and modify HyNet to apply CA-SandGlass for aerial
image processing. In addition, we take full advantage of RGB three-channel as
inputs to further improve overall image matching performance.

r-- layerl - - layer2 - - layer3 ----- ;- layerd -, - layer5 - ----- layer6 ---- .

CA-SandGlass

CA-SandGlass :
: HH 64  3x3, 128, /2

32 8x8, 128

t Fr-TLU b i BN+ LoNorm [

H FRN+TLU

Fig. 5. Overall network structure of CAR-HyNet.

Coordinate attention sandglass network We notice that conventional con-
volutional operations can only capture local positional relationships, a significant
drawback for processing aerial images from UAVs. To address this limitation, we
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propose using Coordinate Attention (CoordAtt) [29] by embedding position in-
formation into channel attention to capture remote dependencies for accurate
feature descriptors.

Dwise

3x3

Furthermore, since SandGlass [30] is a lightweight module. Considering that
CoordAtt focuses on long-range dependencies and SandGlass focuses on feature
information at different scales, combining these two techniques allows the net-
work to generate more comprehensive and discriminative feature representations.
Additionally, as the residual connection needs to be built on high-dimensional
features, we further combine them to form the CA-SandGlass block. The struc-
ture is shown in Fig. 6.

Channel Dwise | A
Shuffle o Pdd

Fig. 6. Structure of CA-SandGlass.

Increasing nonlinearity of the model The original HyNet structure is the
same as L2-Net, which consists of 6 feature extraction layers and 1 output
layer. In contrast, we propose adding 2 layers of CA-SandGlass to increase
non-linearity. Our experiments indicate that adding more than 2 layers of CA-
SandGlass does not result in any improvement in matching accuracy. To avoid
potential adverse effects such as gradient dispersion, we connect the 2 CA-
SandGlass layers to the backbone using a residual connection. Overall, this de-
sign offers the best balance between performance and complexity.

RGB three-channel image input Another important improvement we in-
troduced in CAR-HyNet is leveraging the full RGB three-channel as inputs.
Compared to grayscale images, color images contain much richer information at
a negligible computational cost. The absence of color information in processing
can result in incorrect matching, particularly in regions with the same grayscale
and shape but different colors.

4.2 CAR-HyNet Performance Evaluation

To evaluate the performance of the proposed CAR-HyNet, we compare it with
several widely used models. For fairness, we use the unified Brown [31] dataset
for evaluation, which includes Liberty (LIB), Notre Dame (ND), and Yosemite
(YOS), and experimental results for existing models are taken from their papers.
We perform standard False Positive Rate at 95% (FPR95) measurements across
6 training and test sets, as shown in Table 1. As we can see, CAR-HyNet outper-
forms the other models with a notable improvement in detection performance.
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Table 1. Patch verification performance on the Brown dataset (FPR@Q95) [7].

Train ND YOS LIB YOS LIB ND
Test LIB ND YOS
SIFT [32] 29.84 22.53 27.29  26.55
TFeat [33] |7.39 10.13 3.06 3.80 8.06 7.24 6.64
L2-Net [18] |2.36 4.70 0.72 1.29 2.57 1.71 2.23
HardNet [19] [1.49 2.51 0.53 0.78 1.96 1.84 1.51
DOAP [34] |1.54 2.62 0.43 0.87 2.00 1.21 1.45
SOSNet [21] |1.08 2.12 0.35 0.67 1.03 0.95 1.03
HyNet [7] [0.89 1.37 0.34 0.61 0.88 0.96 0.84
CAR-HyNet|0.77 1.53 0.30 0.57 0.69 0.64 0.75

Mean

5 Decision Level Fusion for Image Matching

One challenge we face in this work is how to fuse handcrafted features with
deep features appropriately. The vast majority of the existing literature focuses
on feature level fusion using weighted fusion of multiple features. For example,
color features, corner features, histogram features, and convolution features of
the image are fused directly using different weights. However, directly weighting
different features for superposition ignores the fact that different features have
different degrees of sensitivity in different scenarios. This inescapably leads to
poor performance as some features inadvertently suppress others, introducing a
large number of incorrect matches.

To this end, we propose a new fine-grained decision level fusion method that
combines handcrafted features with deep features. The method fully considers
the correlation of different feature extraction methods on feature points, effec-
tively improving the number of correct matching pairs.

5.1 Extracting Handcrafted Features

To prepare for decision level fusion, we first extract handcrafted features using
the RootSIFT algorithm [8]. RootSIFT is an extended mapping algorithm to
the Scale-Invariant Feature Transform (SIFT) algorithm, but achieves a higher
number of correct matches of feature descriptors. In our tests with DEGEN-
SAC and NNDR=0.85, the number of correct matches of feature descriptors is
improved by approximately 19.4% after RootSIFT mapping.

5.2 Extracting Deep Features

To achieve fine-grained control over the correspondence of feature points during
the fusion process and reduce the computational workload of deep learning, we
use handcrafted features as prior knowledge for deep feature extraction. We first
reconstruct the scale pyramid of the color image based on the image processed in
the previous section and feature points extracted by RootSIFT. We then generate
patches by intercepting the image at a size of 64x64 in the corresponding scale
space and then scaling them down to 32x32.
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Since data augmentation techniques can introduce noisy data and CNNs are
not invariant to rotation [35], we further rotate patches to primary orientation.
Finally, we feed patches into CAR-HyNet to eventually generate 128-dimensional
deep features. This method fully leverages the feature points extracted by Root-
SIFT, mitigates the lack of rotational invariance in CNNs, and successfully gen-
erates deep features for fusion.

5.3 Fine-grained Decision Level Feature Fusion

Next, we present the design of the proposed algorithm for decision level fusion.
As a high level fusion, decision level fusion offers global optimal decision with
high accuracy and flexibility [36].

Calculate the Distance at the Corresponding Position Fusion and matching
a =a-w+m-(1-w)
1 | 1 new
2 2 =1 {bnew=b-w+n~<1—w>
RootSIFT 3 B b 3 a_
Feature(128D) 5 g : )b NNDR
8! Euclidean ) weight(w) m
2 % Distance 128 n TNNDR
é Same 1 1 1
~ Position @ =dipootsirr M = Qicar—nynet Gnew = d;
1~ in 1 /) b = dirootsirr ™= dicar—pynet  Dnew = df
e )
CAR-HyNet 3 TR T dnew |1
Feature (128D) . [ 2 [—
: : 3 brew NNDR Match "g~_u
128 128 d : i
: : —a
Image 1 Image 2 N

Fig. 7. Fine-grained Decision level fusion using Euclidean distance. NNDR represents
Nearest Neighbor Distance Ratio, 2-NN represents the nearest neighbor and second-
nearest neighbor based on Euclidean distance.

An illustrative example of the algorithm flow is shown in Fig. 7. For a pair
of input images to be matched, denoted as Imagel and Image2, we first extract
their RootSIFT feature descriptors D}, .s1p7ms Dhootsirr » @nd then extract
the CAR-HyNet feature descriptors DéARnyNet, DQCARnyNet with rotation
and scale invariance, respectively. We calculate the Euclidean distance between
the feature descriptors of each feature point in the two images under RootSIFT
and CAR-HyNet respectively, and calculate the two nearest points, A RootSTFT
and dfc s g pryNet» fOr each feature point, where m = 1,2 indicates the first and
second nearest neighbors. For the two nearest neighboring points of each feature
point, we find the distances of these two points at the corresponding positions
of the CAR-HyNet feature points by traversing the RootSIFT feature points in
turn. We then use the NNDR method to determine the success of the matching
from the two feature extraction algorithms.

To retain more implicit matching point pairs, we use the NNDR, threshold
« with a lenient strategy. The Euclidean distance d of the feature descriptor is
calculated in Equation (4), where dim represents the dimension of the feature
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descriptor, Dgype’ i represents the k-th dimensional value of the feature descriptor
of the i-th feature point of type = RootSIFT,C AR — HyNet, m represents the

m-th closest distance. When ¢ = j, it is further simplified as d};, ..

dim

d;(?,type = Z(Dz‘ype,k - Diype,k) (4)
k=1

Furthermore, using the weight w € [0, 1] to fuse the Euclidean distances of
two points and generate new distances as the nearest neighbor d} .., and second
nearest neighbor distance d? ,_, of the feature point. In our experiments, we
set w to 0.75. The fusion equation is calculated as Equation (5).

()

1 o 1

di new = i, Rootsirr " W+ di car—pyner * (1 — W)
2 o 2

di new = 45 Rootsirr "W+ &5 caAR—pyNer - (1 — W)

To further improve the reliability of the results, we traverse the feature points
of CAR-HyNet again to repeat the above steps for cross-generation and even-
tually merge them into a new set of feature points. To filter out any potential
incorrect matches as much as possible, we take another NNDR screening with a
stricter threshold a. For duplicate matching feature points, we empirically retain
the one with the smaller nearest neighbor distance. Finally, we use the DEGEN-
SAC algorithm [37] to refine the screening to obtain the final matched feature
points.

5.4 Fine-grained Decision Level Feature Fusion Evaluation

We present our evaluation of the proposed decision level fusion method. We test
the performance of different algorithms under direct weighted fusion and our
method. For a fair comparison, we select RootSIFT+HyNet, RootSIFT+HardNet
and RootSIFT+CAR-HyNet for our experiments at different heights and per-
spectives. The results are shown in Table 2.

Table 2. Correct matching numbers of different feature fusion methods with different
heights and perspectives (NNDR threshold=0.85, fusion weight=0.75), where DWF
refers to traditional Direct Weighted Fusion and DLF refers to our proposed Decision
Level Fusion. Note that due to limited space, we only show results of 9 typical images
of different heights and perspectives respectively.

Heights Perspectives

Algorithm | Method

dl d3 db5 d6d7d9] al a3 ab a7 a9 alb

HardNet DWF 1013 196 87 48 35 18295 165 189 160 109 20
DLF 1086 230 94 56 44 20351 216 236 206 175 85

HyNet DWF 1003 192 83 47 35 18296 170 188 159 108 23
DLF 1073 227 93 57 41 22| 358 221 238 208 181 84

CAR-HyNet DWF 1027 216 91 57 35 18| 400 275 267 223 208 32
DLF 1099 244 109 64 46 22| 483 341 308 269 292 89
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As can be seen from Table 2, the improved feature fusion method shows excel-
lent performance with all three algorithms. Moreover, our proposed RootSIFT+CAR-
HyNet method outperforms other methods and yields a higher number of correct
matches.

6 Experiments

In this section, we first describe our experimental setup, datasets, and evaluation
criteria. We conduct matching experiments on real world aerial images, and
compare the proposed method with existing methods in detail. 3

Since CNNs are not rotation invariant, which leads to detect more matching
feature points only when two images are similar. To make the results more com-
parable, patches in the following experiments are generated after the operations
described in Section 5.2. The utilization of different combinations of algorithms
is presented in Table 3.

Table 3. Combination of different algorithms

Algorithm | Feature points Feature descriptor Image pyramid
SIFT SIFT SIFT Gray
KAZE KAZE KAZE Gray
KeyNet KeyNet KeyNet Gray
HardNet RootSIFT HardNet Gray
HyNet RootSIFT HyNet Gray
CAR-HyNet RootSIFT CAR-HyNet Color

6.1 Lab Setup and Datasets

For the experimental setup, we use a Supermicro server in our lab with an In-
tel(R) Xeon(R) Gold 6230 CPU, NVIDIA RTX 3090 GPU, and 128GB of mem-
ory. The software environment consists of Ubuntu 20.04, Python 3.7 and Pytorch
framework. We use a DJI Mini2 to capture aerial images over an open area and
the target object in the target detection task is a cloth of size 100cmx177cm.
The original images captured by the DJI Mini2 are 4000x3000 in size and com-
pressed to 800x600. Due to space limitations, we only display a selection of
typical images, as shown in Fig. 8.

We choose the widely used Brown [31] and HPatches [38] datasets for the
joint training of CAR-HyNet. The Brown dataset includes three sub-datasets:
Liberty (LIB), Notre Dame (ND), and Yosemite (YOS). We employ standard
False Positive Rate at 95% (FPR95) as the evaluation metric. In addition, we em-
ploy Nearest Neighbor Distance Ratio (NNDR) as the feature matching method.
For practical drone applications, we set the NNDR threshold at 0.85. Meanwhile,
to prevent too many feature points, we employ a feature intensity filter to retain
the first 4000 feature points.

3 Our code is publicly available on Github: https://github.com/songxf1024/DeFusion
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Fig. 8. Samples from aerial image datasets, captured by the DJI Mini2.

6.2 Impact of NNDR Thresholds and Fusion Weights

In our experiments, we observe that different NNDR thresholds and feature fu-
sion weights have a significant impact on matching performance. To understand
the potential correlations, we conduct a series of experiments using a typical set
of images from the dataset. Fig. 9 represents the trend of the number of matches
and accuracy of CAR-HyNet with different weights (% = 1), where
fine represents the number of correct matches, and coarse represents the maxi-
mum number of matches including incorrect matches. In addition, Fig. 10 rep-
resents the influence of different algorithms by NNDR thresholds in perspective
and height scenarios. To ensure practical applicability for UAVs, we empirically
set the NNDR threshold at 0.85 and the feature fusion weight at 0.75 after ex-
tensive experimental comparisons, as it provides an appropriate balance between
fusing handcrafted and deep features, enabling us to maximize the number of
correct matches while achieving high matching accuracy as much as possible.

Another observation we find is that, as shown in Fig. 10(b), the matching
accuracy of the proposed method is highest when the NNDR, threshold is set to
a small value, and then decreases as the NNDR threshold increases. This can
be explained by the fact that with an increased threshold, the proposed method
is able to include more potential matching points. Therefore, the matching ac-
curacy begins to decrease even though the number of correct matches remains
maximal.

6.3 Time Consumption Evaluation

In addition, we evaluate the time consumption of different algorithms with a
maximum limit of 4000 feature points, as shown in Table 4. We use a0 and a4
from our dataset for the evaluation. Experiments show that the proposed method
offers the best performance in time and number of correct matches. As shown
in Table 4, it takes 5500ms for ASIFT to detect 260 correct matches, while the
proposed method takes 1096ms to detect 300 correct matches. Also note that
other methods in comparison take about 1100ms, but with less than 120 correct
matches. By analyzing our method, we also note an interesting observation,
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Fig. 9. Number of matches and matching accuracy at different feature fusion weights

(% = %), where fine is the number of correct matches and coarse is the

maximum number of matches including incorrect ones.
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Fig. 10. Performance on sample image al and r1 at different NNDR thresholds.

where the stages of generate patches and feature matching accounted for most of
the time, as shown in Table 5.

Table 4. Time-consumption and number of correct matches of different algorithms
with a maximum limit of 4000 feature points.

Algorithm |Elapsed Time(ms) Correct Matches
SIFT 1166.7 70
ASIFT 5006.2 274
KAZE 898.0 79
KeyNet 493.6 5
HardNet 1575.8 117
HyNet 1605.0 122
CAR-HyNet 1096.1 300

Table 5. Time elapsed at each stage of CAR-HyNet with a maximum limit of 4000
feature points.

Stage NMS |Preprocess| IPM |Filter|[RootSIF T |Pyramid|Patches| CAR-HyNet | Match
Elapsed Time(ms)[0.001| 77.638 [7.318/0.005| 147.221 | 83.511 [340.984| 59.418 |380.013

6.4 Overall Performance Evaluation

Fig. 11 provides an overall comparative perspective of the proposed method along
with other algorithms and the actual matching effect of our method. As shown
on the left side of Fig. 11, the proposed method can provide significantly better
overall matching performance than other algorithms with robustness in all sce-
narios. Our method even outperforms the well-performing RootSIFT+HardNet
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combination and KAZE by 2.5x-6x. The right side of Fig. 11 provides a real
world perspective of the actual matching results for the testing images. Due to
space limitations, we only give a part of the results here, but experimental results
on other data show the same trend.

~ SIFT - KeyNet
® KAZE % HardNet -» CAR-HyNet

5 600 |-
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r r2 r3 rd 15 r6 7 18 9
Images
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Images

(d) Performance in build-(e) Actual effect in image h2 (f) Actual effect in image h8
ing match

Fig. 11. Overall matching performance comparison and actual matching results in the
real world.

7 Discussion and Future Work

The proposed method shows excellent performance in image matching. However,
we also notice that there are several areas for potential improvement. We share
our thoughts below for discussion.

Rotation invariance. We rotate patches according to the primary orienta-
tion of feature points computed by SIFT, which gives our method rotation in-
variant that can be compared with SIFT. However, the accuracy of the primary
orientation in SIFT is inherently inaccurate, implying errors in the matching of
certain feature points. Since rotation is very common in the real world, we plan
to investigate methods to improve rotation invariance and reduce errors caused
by primary orientation.

Real-time. Currently, the proposed method takes an average of 1 second
to complete an image matching, which is acceptable for offline applications but
too slow to meet real-time operational demands. In future work, we plan to in-
vestigate the use of faster feature descriptors, dimension reduction techniques,
employing lightweight models, and other strategies to minimize matching la-
tency.

Operating platform. Our experiments are conducted on a computer in
the lab. In future work, we plan to explore transferring the system to a drone
platform, thereby achieving an end-to-end and real-time image matching system.
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8 Conclusion

In this paper, we propose a novel image matching scheme. The proposed image
preprocessing improves detection performance by using drone attitude informa-
tion. We design the CAR-HyNet network that is more suitable for feature rep-
resentation and generate deep features using SIFT as prior knowledge. Finally,
we propose a fine-grained decision level fusion algorithm to effectively combine
handcrafted features and deep features. Experimental results show that our pro-
posed RootSIFT+CAR-HyNet combination provides the best overall matching
performance. The effectiveness of our method is further demonstrated through
experiments, where it takes an average of only 1 second for 4000 feature points
and achieves 2.5-6x more matches than existing methods. In addition, it is triv-
ial to generalize the proposed method to other datasets. In summary, we believe
that the proposed image matching scheme shows great potential. As we shared
in the previous section, there are still several aspects for further exploration, and
we hope this paper will pave the way for more active exploration in the field of
image matching.
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